Outline of a New Feature Space Deformation Approach in Fuzzy Pattern Recognition

Pattern recognition ability is one of the most important features that characterize intelligent behavior of either biological or artificial systems. Mathematical pattern recognition is the way to solve this problem using transparent algorithms that are mostly based on conventional mathematics. In complex systems it shows inadequacy, primary due to the needs for extensive computation and insufficient robustness. Algorithms based on soft computing approach offer a good alternative, giving a room to design effective tools for real-time application, having in mind that relevance (significance) prevails precision in complex systems. In this article is modified and extended Subtractive Clustering Method, which is proven to be effective in real-time applications, when massive pattern sets is processed. The new understanding and new relations that connect parameters of the algorithm with the information underlying the pattern set are established, giving on this way the algorithm ability to be data driven to the maximum extent. Proposed algorithm is verified by a number of experiments and few of them are presented in this article.
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1. INTRODUCTION

Recognition of patterns is one of the most important aspects of human perception. The inherent characteristic of human perception is its ability to recognize and classify patterns in a nondichotomous way. This process is fuzzy in its nature. The fuzziness is present in almost all levels in a pattern recognition process: the prototype description, the feature extraction and valorization, and recognition algorithm – human perception usually uses an opaque algorithm to recognize objects [7]. This is probably a natural (evolutionary) answer to the complexity, information ambiguity and information incompleteness, widely existing in the real world.

Pattern recognition has been extensively studied in various fields of engineering, including artificial intelligence as the most challenging engineering task today. In general, there are two basic approaches: mathematical pattern recognition (primary cluster analysis) and nonmathematical pattern recognition. The mathematical pattern recognition is strictly mathematically defined and it is far more context dependent than the latter, which is primarily based on heuristic search. In this paper mathematical pattern recognition is considered only.

Mathematical pattern recognition task consists of two specific stages: the transduction stage and classification stage (Figure 1). These stages will be discussed in the text that follows.

Let \( \Omega \) be a set of physical objects (under the term object here are considered physical objects and processes). These objects may be characterized using the finite set of parameters, relevant to the classification task at hand. Each of these parameters, or couple of them, are specific to the particular feature of the object \( q \in \Omega \). Since each parameter of the objects may be measured using some measurement procedure, the particular feature may be measured too, after applying the arbitrary complex measurement procedure \( m \) associated to that feature. In this way, object \( q \) may be associated to the mathematical object \( x=M(q)=(m_1(q), \ldots, m_m(q)) \in X, [7] \), where \( m_i(q) \) denotes the value of the feature \( i \) for the object \( q \) and \( X \) is the corresponding set of all associated mathematical objects. Such generated mathematical object \( x \) is called a pattern. Depending on the adopted set of features, many objects \( q \) may be associated to the single mathematical object \( x \). Mapping from the physical space to the pattern space may be considered as multivalued multivalued (many to one) mapping in general. Moreover, this mapping doesn’t include the information of object structure. It is simple collection of valued features that is formally organized as multidimensional
vector, which further may be represented as a point in multidimensional pattern space. As it is shown in Figure 2, an intelligent transducer that is capable to perform transduction of \( \Omega \) to \( X \), should be supported by feature extraction module and set of measurement procedures, relevant to the generated feature set for any particular pattern recognition task.

![Figure 2. Structure of intelligent transducer machine that is able to perform the first stage of pattern recognition task – mapping from physical to abstract pattern space.](image)

The second stage of pattern recognition process is classifying of pattern vectors. Classifying means that a given mathematical object \( x \) has to be assigned to a class of objects similar to it. This assignment may be considered either as hard (crisp) or fuzzy, depending on whether a pattern belongs exclusively to a single class or to all classes to different degree. Thus, in hard pattern recognition, a membership value of zero or one is assigned to each pattern, \( \mu(x) \), whereas in fuzzy pattern recognition, a value between zero and one is assigned to each pattern by a membership function, \( \mu_x(x) \). Accordingly, in fuzzy pattern recognition, a class of similar objects is a fuzzy set \( \tilde{F} \) (\( \tilde{F} \) is the label of the class). The grade of membership of mathematical object \( x \) in a class may be also considered as the degree of its similarity to a representative object of that class. This representative object is often named a prototype. In both, hard and fuzzy partition of pattern set, the following must be satisfied:

\[
\forall x \in X, \sum_{i=1}^{c} \mu_{i}(x) = 1. \tag{1}
\]

where \( c \) denotes the number of classes, i.e., the family of subsets of set \( X \). This is so called orthogonality constraint that may be relaxed in cases where pattern set is noisy, allowing in this way that too noisy patterns may have low degree of membership to all of existing classes [7]. In order to formalize similarity measure, one can define positive real-valued function \( d \), such that:

\[
\forall x \in X, d(x,x)=0, \tag{2}
\]

\[
\forall x, y \in X, d(x,y) = d(y,x) \tag{3}
\]

and such that, similar (close) elements in \( X \) will have similar classification values, i.e., will be assigned to the same class, while dissimilar elements of \( X \) will have different classification values, i.e., will be assigned to different classes. In mathematical pattern recognition, explicit definition of the classification algorithm must be known and it is always applied to an abstract mathematical object \( x = M(q) \in X \), not to the physical object \( q \in \Omega \). This algorithm is said to be transparent and it is opposite to previously mentioned opaque algorithm, where recognition without definition is used. As it is stated in [12], opaque algorithm characterizes much intelligent behavior.

Despite unstructured pattern vector, in some cases knowledge of the physical object structure may be of great help in the recognition process [20], [10]. This leads to the hierarchical partition of pattern space by successive merging and splitting the complex patterns to the simpler sub-patterns, which are considered as primitives for the particular level where current recognition is performed. On each level locally optimal pattern recognition strategy should be used, without taking into account strategies used in past steps and strategies that has to be used in future steps. As it is stated in [20], hierarchical pattern recognition methods are not iterative in general. They are rather recursive [10] and cannot change assignments of objects to the classes made on preceding levels. In this article, only nonhierarchical pattern recognition will be considered, but this doesn’t imply that the results presented may not be used in hierarchical clustering.

As it is shown in Figure 3, a pattern classifying machine that is capable to perform classification of abstract set \( X \) to \( c \) classes of similar elements, should be supported by appropriate similarity measure function, transparent classification algorithm and prototype set or appropriate estimator capable to identify the number of classes existing in a given pattern set \( X \).

![Figure 3. Structure of classifying machine that is able to perform the second stage of pattern recognition task – classification of abstract set \( X \) into the \( c \) classes of similar patterns.](image)

The above mentioned stages in pattern recognition are not independent of each other, they are rather mutually interconnected. This fact is observed in [20], where is stated: “If we could chose “optimal” features, clustering and classification would be trivial; on the other hand, we often attempt to attempt the optimal features by clustering feature variables!”

It is important to understand that the pattern recognition is hierarchically organized problem that
includes classification of object features into two classes – one relevant for the task at hand (sufficiently representative and discriminative in the same time) and the other which is not, and after that, passing to the lower level, classification of physical objects based on previously classified set of relevant features. Classification itself is present on all pattern recognition levels and accordingly, it seems that meta-problem of everything in pattern recognition is classification.

In complex systems, the systems that are large size and/or where gathering precise information to describe their behavior is not possible, the classification becomes extremely difficult task. Mathematical pattern recognition, based on precise transparent algorithms is often mathematically intractable, making them intrinsically unsuitable for real-world application. This inadequacy can be expressed in what Zadeh called the principle of incompatibility (incompatibility between information precision and significance or relevance) [19]. Translating this principle into pattern recognition frame, one can state that as complexity of the system increases, our ability to formulate transparent and yet effective algorithm for recognition of patterns diminishes until precision and heuristic search become almost mutually exclusive. That’s why soft computing prevails conventional mathematical approach in case of complex systems.

In this article the theoretical background of a new algorithm for semantic classifying patterns as well as some practical implementation details verified by selected computer simulation experiments is presented. The algorithm is unsupervised and independent from apriori defined parameters to the maximum extent (data driven classification) and it is suitable for real-time application with presence of massive pattern data. In section 2 basic iterative (subsection 2.1) and non iterative clustering algorithms (subsection 2.2) are formulated, where special attention is paid to objective functions and relation of their parameters to the pattern data that has to be clustered. In this section is given basic formulation of proposed non-iterative clustering algorithm (2.3), together with relations between the pattern set and algorithm related parameters. In section 3 results of performed computer simulation experiments, which show the effectiveness of proposed non-iterative clustering algorithm are given. In section 4 summary and conclusions are presented.

2. THEORETICAL FORMULATION

Let $\mathbb{R}^p$ be a $p$-dimensional real Euclidean feature space and $X = \{x_1, x_2, ..., x_n\} \in \mathbb{R}^p$ be a set of $n$ pattern vectors, where $x_i = \{m_i(q), ..., m_p(q)\} = (x_{i1}, x_{i2}, ..., x_{ip})$, $1 \leq i \leq n$, and $m_i(q)$ denotes the value of the feature $i$ for the physical object $q \in \Omega$.

Assume further, that the matrix:

$$
\bar{U} = [\mu_k] \in \mathbb{R}^{c \times n}, 1 \leq k \leq n, 1 \leq i \leq c,
$$

is the fuzzy partition matrix, where its member $\mu_{ik}$ is the membership degree of pattern vector $x_k$ to the $i$-th cluster, and

$$
v_i = (v_i^1, x_i^2, ..., x_i^p), 1 \leq i \leq c,
$$
is the center, i.e., the most representative pattern (prototype) of the cluster $i$. The set of all cluster centers is denoted by $V = \{v_1, v_2, ..., v_c\} \in \mathbb{R}^p$, and in general is allowed to be $V \cap X = \emptyset$.

2.1. Iterative algorithms

According to Ruspini [17] who has introduced the notion fuzzy partition to represent the clusters in a pattern vector set, the problem of fuzzy clustering is to find a fuzzy partition matrix defined as (4), where number of fuzzy clusters, $c$, is a priori known, such that close patterns (in sense of (2) and (3)) will have similar classification vector, while dissimilar patterns will have different classification vector. The classification vector $\bar{U}_k$ of a pattern $x_k$ is $k$-th column vector of partition matrix $\bar{U}$, i.e., $\bar{U}_k = [\mu_{k1}, ..., \mu_{kc}] \in \mathbb{R}^{c \times 1}$. The way to solve above defined task is to select $\bar{U}_k$ such that suitable defined functional will be minimized. As it is stated in [17], generally this functional has no solution, so it has to be relaxed into a minimization problem with suitable constructed objective function $J$, that is the function of two variables, $\bar{U}$ and $V$.

Dunn [8] and Bezdek [1, 2], have proposed the following objective function based on variance criterion:

$$
J_d(\bar{U}, V) = \sum_{k=1}^{c} \sum_{i=1}^{n} (\mu_{ik})^w d(x_i - v_i)^2, \quad w > 1
$$

where dissimilarity measure between pattern vector and cluster center $d(x_i - v_i)$ is adopted to be a norm, which is defined as:

$$
d(x_i - v_i)^2 = \| x_i - v_i \|_d = (x_i - v_i)^T M (x_i - v_i)
$$

and satisfies conditions (2) and (3). Matrix $G \in \mathbb{R}^{pp}$ is called simple covariance matrix and it must be symmetric and positive-definite. In case that feature space is isotropic, $G$ should be identity matrix, that leads to Euclidean norm as a dissimilarity measure function (clusters can be seen as equally sized hypersfere). In case of anisotropic feature space one can select other types of covariance matrix $G$, for instance, diagonal norm or Mahalanobis norm, as it is discussed in [20] and [6]. Non-identity covariance matrix introduce into the feature space anisotropic dissimilarity measure which create hyperelipsoidal shape of clusters.

Differentiating the objective function (6) with respect to $V$ (for fixed $\bar{U}$) and to $\mu_{ik}$ (for fixed $V$), and keeping the restriction (1), on can define location of cluster centers:

$$
v_i = \frac{1}{\sum_{k=1}^{n} (\mu_{ik})^w x_k}, \quad w > 1, \ (i = 1,...,c)
$$

and membership degree for each pattern vector:
where \( w \) is the exponential weight factor that shapes fuzzy partition matrix (the larger \( w \), the fuzzier partition matrix; no theoretically justified procedure exist for choosing \( w \); usually is chosen \( w = 2 \)).

The nonlinear optimization problem described by equations (8) and (9) cannot be solved analytically. There exist various iterative algorithms, which obtain a local minimum of objective function (6). The best known is fuzzy c-means algorithm as an extension of IZODATA algorithm [3] that consists of four steps:

**Step I**
Given an input pattern \( x_i \),
Set all initial parameters \((w, c, M, \epsilon, \Delta)\),
Set randomly initial partition matrix \( \tilde{U}^{(0)} \),
\( l = 0 \), keeping restriction (1)

WHILE \((\Delta > \epsilon)\)

**Step II**
Calculate cluster centers set \( V^{(l)} \) using (8)

**Step III**
Calculate the new partition matrix \( \tilde{U}^{(l+1)} \) using (9)

**Step IV**
Calculate \( \Delta = \| \tilde{U}^{(l+1)} - \tilde{U}^{(l)} \|_w \)

END WHILE

**IZODATA Algorithm**

Quality of the solution depends strongly on the choice of the number of fuzzy clusters, \( c \), and initial partition matrix, \( \tilde{U}^{(0)} \), both as a priori data.

Recently, as in [6], [13], [14], or [15], additional objective functions are proposed, modifying original idea (6) by introducing new elements that control clustering process and that are more sensitive to a given pattern set \( X \). In all cases it is an iterative process that searches for the global minimum of objective function.

Starting from the concept of possibilistic clustering, the following objective function is proposed in [13], [14] and [6]:

\[
J_B(\tilde{U},V) = \sum_{i=1}^{n} \sum_{k=1}^{c} \frac{\mu_{ik}}{w} d(x_{ik} - v_{k})^2 +
\sum_{i=1}^{c} \eta_i \sum_{k=1}^{n} (1-\mu_{ik})^w, \ w > 1
\]  

(11)

where \( \eta_i \) is a positive parameter. It is important to note that in possibilistic clustering partition matrix \( \tilde{U} \) is, strictly speaking, not longer a “partition matrix”, since its partition vectors doesn’t satisfy the constraint (1). Instead, there is claimed that members of matrix \( \tilde{U} \) can be interpreted as degree of typicality (not sharing). This gives rise to good performance in the presence of noise and outliers.

Another objective function that introduce entropy as a measure for fuzzyfication of pattern data set [15] is:

\[
J_c(\tilde{U},V) = \sum_{i=1}^{n} \sum_{k=1}^{c} \mu_{ik} d(x_{ik} - v_{k})^2 + \zeta^{-1} \sum_{i=1}^{c} \sum_{k=1}^{n} \mu_{ik} \log \alpha^{-1} \mu_{ik}
\]  

(12)

where \( \alpha \) and \( \zeta \) are positive parameters. The first term in (12) refers to objective function that was used for ordinary crisp c-partition, while the entropy term introduces fuzziness (the concept of entropy of fuzzy set as a measure of fuzziness is discussed in [20]).

### 2.2. Non-iterative algorithms

Convergence speed and stability of iterative algorithms in the presence of high dimensionality of feature space and large size pattern set may appear as a critical problem in their practical application, especially in case of real-time application. Moreover, these algorithms become unusable in case when pattern set is not present in advance, but the patterns arrive sequentially in time.

Opposite to the iterative algorithms, non-iterative algorithms are one-pass algorithms that possess high speed and straightforward convergence as inherent property. Accordingly, they appear as a good candidate for real-time and real-world applications where complexity starts to rule, diminishing requirements for precision and emphasizing the search for approximate but yet significant solution. The principle of incompatibility leads to something what was termed in [9] as admissible algorithms instead of precise algorithms.

Following idea stated above, in [18] simple non-iterative algorithm, named the Mountain Method was proposed. This method was based on the relaxation of iterative fuzzy clustering methods by allowing that only previously specified points located in feature space may be selected as cluster center. The feature space is discredited by regularly spaced grid. These grid points are further used for calculation potential field. A total potential for each grid point is calculated on such a way that partial potential is calculated in respect to any particular pattern point, and then, total potential is obtained by summing of calculated partial potentials for all pattern points. Repeating this procedure for all grid points one can calculate the complete potential field in considered feature space. After that, the grid point having the highest accumulated potential is selected as the first cluster center. After the first cluster center is selected, the potential field of the feature space is reduced by applying the negative potential field centered in the grid point that is selected as a first cluster. As a consequence, the grid points close to the first cluster center will have greatly reduced potential, while the distant one will preserve their initially formed potential. The next cluster center is determined by selection of the grid point with highest remaining potential. Search for the other cluster centers is obtained by repeating the procedure until the remaining potential field drops below the previously defined level. Algorithm itself is simple and stable in term of convergence, but very sensitive for dimensionality of pattern space and selected grid density. For instance, if feature space has dimensionality \( \text{dim}=3 \) and if resolution per axis of \( R=0.1 \) is selected, then the feature space is covered by \( (1/R)^d =10^3 \) grid points. It shows that computational requirements grow exponentially with dimensionality and resolution, which is extremely unsuitable for real-time applications.

As a solution for observed problem, the Subtractive Clustering Method (SCM) is proposed in [5]. Instead the restriction that only grid points may be selected as cluster centers, the problem is relaxed to the maximum...
extent, allowing that only pattern points itself may be selected as a cluster center. In this way, SCM may be interpreted as a search for prototypes within the pattern data set \( X \), i.e., \( V \subseteq X \). This approach drastically reduces computing burden, especially in case of high dimensionality of feature space. Moreover, it seems quite logical that typical represent of the cluster is not imaginary pattern, but existing pattern that has to be exploit to the maximum extent. First, cluster generation process is governed by a priori given set of parameters, and no relation with pattern data set is established at all. According to that, there are no inherent abilities of the clustering process to adjust itself to the specific properties of the pattern set that has to be clustered. Second, generation of partition matrix is not well related to the given pattern set in term as it was made in various iterative clustering algorithms (6), (11), (12). In order to overcome these drawbacks, SCM algorithm is modified and new non-iterative algorithm is generated, following the basic idea of original SCM algorithm.

2.3. Further extension of SCM

Suppose the given pattern data set: \( X = \{x_1, \ldots, x_n\} \) is normalized i.e., fitted into a unit \( p \)-dimensional hypercube that represents feature space. The presence of a pattern deforms that feature space. Measure of this deformation may be any real-valued positive function defined as:

\[
P_k = P(d^2(x_i, x_j), \theta),
\]

where \( \theta \) is the set of real valued parameters. The relation (13) defines potential field around the pattern \( x_i \).

Taking into account whole pattern set, one can define a total deformation of the feature space as a function of the pattern set distribution:

\[
\Phi = \sum_{k=1}^{n} P_2 (d^2(x_k, x), \theta), \quad k=1, \ldots, n,
\]

This is an additive function that superimposes partial fields generated by each pattern existing in the feature space.

In general, any radial basis function may be a candidate for potential function \( P \) (13). Here Gaussian exponential function is proposed:

\[
P_G = \exp \left( -d^2(x_k, x) / \sigma^2 \right), \quad (k=1, \ldots, n),
\]

and generalized bell function:

\[
P_h = \left( 1 + \left[ d^2(x_k, x) / \sigma^2 \right]^{m-1} \right)^{-1}, \quad (k=1, \ldots, n); \quad m \geq 1.
\]

Both are radially symmetric functions of the squared distance between the pattern \( x_i \) and \( x_j \) and valued in the interval \( \Phi \in [0,1] \). As it is well known, Gaussian function has one parameter, \( \sigma \), that shapes decay rate and wideness in the same time (see Fig. 4a). Generalized bell function has two parameters, \( \sigma \) and \( m \). Parameter \( \sigma \) defines wideness, exactly; it determines the distance at which potential has a half of the maximum value. Opposite to Gaussian function, parameter \( \sigma \) controls wideness of the generalized bell function only. Decay rate is controlled by another parameter, \( m \). When \( m = 1 \) decay rate has its maximum value and function takes a rectangular pulse shape (all points greater then \( \sigma \) will have zero value). For \( m = 1.5 \) generalized bell function is approximately the same as Gaussian function. For greater values of \( m \) the top area become more concentrated while decay rate becomes lower, that results in the widening of basis area (see Fig. 4b). In both cases parameter \( \sigma \) is related to the resolution parameter of the potential functions (16) and (17), but its real nature may not be considered as the same. In general, the generalized bell function is more controllable and appears better suited for the problem at hand.

**SCM Algorithm**

Although the SCM algorithm is simple and efficient there are some drawbacks that avoid its real potentials to be exploit to the maximum extent. First, cluster generation process is governed by a priori given set of parameters, and no relation with pattern data set is established at all. According to that, there are no inherent abilities of the clustering process to adjust itself to the specific properties of the pattern set that has to be clustered. Second, generation of partition matrix is not well related to the given pattern set in term as it was
Intensity of the potential field will follow the pattern distribution so the high potential intensity will occur in dense areas, while low intensity will be in the areas where density of patterns are low or there are no patterns at all. Following this property, the maximum intensity of potential field will coincide with center of the densest region in feature space. The highest deformation of the feature space is located where the most of the presented patterns are concentrate.

Figure 4. Gaussian (a) and generalized bell (b) potential functions for various values of shaping parameters.

Consequently, one can adopt the point with maximum intensity of the potential field as a center of the first cluster. Following the original idea of Mountain method, the second cluster may be found if the influence of the first cluster on the potential field is removed and after that another point, having maximum potential is selected within remaining potential field. For that purposes it is necessary to construct field suppressor function in the form:

\[ \Phi^S = \Phi \cdot S \]  

such that:

\[ S = S \left[ d^2(v_j, x) \right], \quad \text{and} \quad \Phi^R(v_1) = 0. \]  

where \( S \) is the suppressor function and \( v_j \) is the center of the first identified cluster. Again, a candidate for suppressor function may be radial basis function, \( P_G \) or \( P_B \) and in that case, following the relation (17) and restriction (18), suppressor may be formulated as:

\[ S = 1 - P \left[ d^2(v_1, x) \right], \]  

The procedure may be further repeated until the last cluster center is identified. Figure 5 shows an example of the whole process on the synthetically generated pattern set. It is easy to recognize how the pattern set deforms two-dimensional feature space, and how this deformation follows the cluster centers (they can be visually identified). It is quite logical that maximum deformation belongs to the most representative pattern.

Figure 5. An example of two well separated pattern classes (top) and two iterations of proposed continual potential field clustering algorithm.

Clustering process is performed using generalized bell potential function, \((\sigma=0.15, m=1.5)\) and generalized bell suppressor function, \((\sigma=0.5, m=1.5)\). Generated initial potential field and corresponding feature space deformation Fig. 5b. Following the deformation of feature space the first cluster center is assigned to the maximum deformation point, i.e., \( v_1 = (0.6046, 0.3804) \) (belongs to the larger cluster). Remaining potential field
after first potential suppression is performed and corresponding deformation of feature space is shown in Fig. 5c. Now, applying the same procedure, it is possible to identify the second cluster center, i.e., \( v_2 = (0.3650, 0.7522) \) (belongs to the smaller cluster). Since the pattern vectors are generated randomly, identified cluster centers well correlate with centers used in generation process of pattern vectors, i.e. (0.6, 0.3) and (0.4, 0.7).

In order to make proposed algorithm suitable for real-time application, continuous model have to be turned into the discrete one, considering the existing pattern data only. For that purpose, a new matrix function is formulated:

\[
\Phi = \begin{bmatrix} P(d^2(x_1, x_1)) & \ldots & P(d^2(x_1, x_n)) \\ \vdots & \ddots & \vdots \\ P(d^2(x_n, x_1)) & \ldots & P(d^2(x_n, x_n)) \end{bmatrix}, \Phi \in \mathbb{R}^{n \times n}. \quad (20)
\]

Since the distance function \( d \) is symmetric (3), and potential function \( P \) is real-valued (13), matrix \( \Phi \) is symmetric and positive-definite. For convenience, this matrix may be expressed as a column vector containing the sum of each row:

\[
\Phi = \begin{bmatrix} \sum_{k=1}^n P(d^2(x_1, x_k)) \\ \vdots \\ \sum_{k=1}^n P(d^2(x_n, x_k)) \end{bmatrix}^T, \Phi \in \mathbb{R}^{n \times 1}. \quad (21)
\]

First cluster center \( v_1 \) is then the pattern vector that satisfies:

\[
v_1 = x_k \rightarrow \sum_{i=1}^c P(d^2(v_1, x_i)) = \Phi_{v_1} = \max_{\Phi}. \quad (22)
\]

Continuous suppressor function (19) is also modified and transformed into vector form:

\[
S = \begin{bmatrix} 1 - P(d^2(v_1, x_1)) & \ldots & 1 - P(d^2(v_1, x_n)) \end{bmatrix},
\]

\[i = 1, \ldots, c, \quad S \in \mathbb{R}^{1 \times n} \quad (23)
\]

where \( c \) is a number of clusters that has to be identified or that has been identified. Then, remaining potential field will be calculated transforming general relation (17) into vector dot product:

\[
\Phi \Phi^T = \Phi \cdot S. \quad (24)
\]

Second cluster center \( v_2 \) is the pattern vector that satisfies:

\[
\max_{\Phi} \Phi^T = \Phi_{v_2} \rightarrow v_2 = x_k. \quad (25)
\]

The procedure has to be repeated until cluster center \( v_c \) is identified or appropriate objective function is satisfied.

Discrete algorithm that is stated above is illustrated in Fig. 6 using the same example as that one which is used in case of continuous potential field calculation (actually there are slight differences that comes as consequence of random generator used in creation of pattern data). Clustering process is performed using the same parameters for potential and suppressor function as in previous case. Generated initial potential field and corresponding feature space deformation is shown in Fig. 6b. Maximum deformation of the feature space was occurred for the pattern \( x_1 = (0.5469, 0.2424) \) and consequently, this pattern is promoted to be the first cluster center. Remaining potential field after first potential suppression is performed is shown in Fig. 6c. Applying the same procedure, the second cluster center, \( v_2 = (0.3827, 0.7103) \) is identified.

Pattern vector set: 288 randomly generated pattern vectors concentrated within 2 well separated classes:

- Cluster #1: center: (0.5469, 0.2424); pattern vectors: 232
- Cluster #2: center: (0.3827, 0.7103); pattern vectors: 56

Figure 6. An example of two well separated pattern classes (top) and two iterations of proposed discrete potential field clustering algorithm (note that the pattern data slightly differs from those one used in example shown in Fig. 5).

Fuzzy partition matrix \( U \) defined by (4) will be generated using FCM approach (9), but with some modifications that follow properties of given pattern data set \( X \). As it can be seen from examples given in Fig. 5 and Fig. 6, total potential of pattern vector \( x_1 \) that is selected to be a prototype \( v_j \) for class \( j \) well coincide with the actual size of that class, i.e., it is clear that ‘larger’ cluster generates higher potential field (and
larger deformation of feature space), while the ‘smaller’ cluster generates the lower intensity potential field (and smaller deformation of the feature space). This relation is introduced in (9) and on that way was obtained the new equation for calculation membership degree for each pattern vector:

$$\mu_{ik} = \left( \frac{\| x_i - v_k \|}{\Phi_{ik}} \right)^{-2(w-1)} \sum_{j=1}^{n} \left( \frac{\| x_i - v_j \|}{\Phi_{ij}} \right)^{-2(w-1)}, \quad (26)$$

where $$\Phi_{ik}$$ is the intensity of accumulated potential by prototype $$v_k$$ defined by (22) and (25), and $$w$$ is the fuzzifier as in original fuzzy c-means algorithm. Since equation (26) preserves constraint (1) matrix $$U$$ will be partition matrix of the pattern set $$X$$. Effectives of proposed partitioning equation (26) is shown in Fig. 7, where is given partition of the pattern set used as example in Fig. 6. This example is typical case where fuzzy c-means algorithm shows its tendency that portion

above-mentioned tendency is evident and lot of patterns is misclassified. Proposed partitioning algorithm is able to control the size of cluster in accordance to the real distribution of patterns.

The proposed pattern recognition algorithm is essentially one-pass algorithm, although within its structure there are some parts that are repeating itself. This repetition is governed by the number of pattern classes that are exist in a given pattern set, in this way it may be addressed to one of the major problems with any classification algorithm, namely, the need to know the number of classes. Instead of using a priori number of fuzzy clusters $$c$$, the partitioning may be optimized by introduction additional criteria that correlate with the structure underlying the pattern set. This problem is discussed in literature and several validity measures may be found in [7], [20], [10], [2], [3], [6], [5], [16] and [4], but no single measure was proven as general one. Common problem for all of them is monotonicity of validity function. As a general rule it should be emphasized that multi criteria approach is the one who possess sufficient robustness to cover various cases that may occur in practice.

Total variance of fuzzy partition of pattern set may be a good candidate for validity criteria, since it was used as an objective function in fuzzy c-means algorithm (6). Minimum total variance means that identified partition is optimal. Dividing total variance by size of pattern set, in [4] compactness of the fuzzy partition was introduced:

$$\text{Comp} = \frac{1}{|X|} \sum_{i=1}^{c} \sum_{d=1}^{c} (\mu_{id})^w |d(x_i, v_d)|^2, \quad w > 1 \quad (27)$$

while in [16] the same relation is interpreted as within-fuzzy cluster-fluctuations (the only difference is that the total sum of variances is not divided by the size of pattern set). This criterion is generally governed by idea that the similar patterns should be as close as possible, so the partition that has more compact clusters will be better then the other one having lower compactness. However, compactness alone has no sufficient potential to completely describe fuzzy partition of pattern set. In order to solve this problem, one more criterion has to be added - the criterion that is able to measure dissimilarity between clusters.

It is clear that the partition having compact but too close clusters (too close cluster centers) is not a good partition. Potential answer to this problem may be to introduce another criterion, this one that controls the distance between the clusters. This leads to the criterion named separation [4]:

$$\text{Sep} = \min_{i \neq k} \sum_{i=1}^{c} (\mu_{ik})^w |d(x_i, v_k)|^2 \quad (28)$$

where the squared distance between clusters are suggested to be a feature that represents quality of the partition.

An alternative approach is presented in [16]. As appropriate feature that can control distance between clusters is introduced a sum of so called between-fuzzy cluster-fluctuations, i.e., the pattern fluctuation between clusters:
The pattern set consists of 15 points such as shown in Figure 8. The pattern vectors create in 2-dimensional feature space visually symmetric figure having two dense regions and one pattern that bridge those regions. The identified clusters should be symmetric and the pattern ‘between’ should have equal membership degree in both clusters. The same is identified by proposed clustering algorithm. Identified cluster centers as well as partition matrix well correlate with those one identified by FCM clustering algorithm.

**Experimental data:**

**Pattern vector set:**

<table>
<thead>
<tr>
<th>Pattern vector set</th>
<th>15 pattern vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>data_x</strong></td>
<td>[0.2, 0.2, 0.3, 0.3, 0.3, 0.4, 0.5, 0.6, 0.7, 0.7, 0.8, 0.8, 0.8];</td>
</tr>
<tr>
<td><strong>data_y</strong></td>
<td>[0.3, 0.3, 0.4, 0.5, 0.5, 0.5, 0.5, 0.6, 0.7, 0.8, 0.8, 0.8];</td>
</tr>
</tbody>
</table>

**Potential function type and parameters:**

- **potential field** → **generalized bell** \( (\sigma = 0.25, m = 1.5) \)
- **suppressor** → **generalized bell** \( (\sigma = 0.5, m = 1.5) \)

**Experimental data:**

**Pattern vector set:**

<table>
<thead>
<tr>
<th>Pattern vector set</th>
<th>15 pattern vectors</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>data_x</strong></td>
<td>[0.2, 0.2, 0.3, 0.3, 0.3, 0.4, 0.5, 0.6, 0.7, 0.7, 0.8, 0.8, 0.8];</td>
</tr>
<tr>
<td><strong>data_y</strong></td>
<td>[0.3, 0.3, 0.4, 0.5, 0.5, 0.5, 0.5, 0.6, 0.7, 0.8, 0.8, 0.8];</td>
</tr>
</tbody>
</table>

**Potential function type and parameters:**

- **potential field** → **generalized bell** \( (\sigma = 0.25, m = 1.5) \)
- **suppressor** → **generalized bell** \( (\sigma = 0.5, m = 1.5) \)

**C. Example III: Pattern set from Fig. 6 contaminated with 20% noise patterns**

In order to test the sensitivity of proposed recognition algorithm to noise, the pattern set that was used in example shown in Fig. 6 is contaminated with 20% noise patterns (Figure 10). Despite to such a high noise contamination the proposed algorithm behaves quite stable producing no misclassifications and exactly the same cluster centers are identified as in case of noncontaminated pattern set (compare the results shown in Fig. 6). At the opposite side FCM algorithm reacts clearly to the changes, producing different clusters then in original case. Although the same number of clusters is identified, cluster centers are not in the same location.

**3. EXPERIMENTAL VERIFICATION**

In this section presented are three examples that illustrate proposed pattern recognition algorithm. In all of the following examples, the parameter values used in the experiments are provided together with appropriate plots.

**A. Example I: Butterfly**

This is the well known example widely used as a benchmark test for various clustering algorithms. The

**B. Example II: Modified butterfly**

Es an extension of the previous example here is considered modified butterfly pattern set where simmetricity is no longer preserved since one of the wings is scaled by a factor 0.5 (Figure 9). In this way two clusters close to each other and with the same number of patterns but with different density are generated in respect to the original butterfly set.

**C. Example III: Pattern set from Fig. 6 contaminated with 20% noise patterns**

In order to test the sensitivity of proposed recognition algorithm to noise, the pattern set that was used in example shown in Fig. 6 is contaminated with 20% noise patterns (Figure 10). Despite to such a high noise contamination the proposed algorithm behaves quite stable producing no misclassifications and exactly the same cluster centers are identified as in case of noncontaminated pattern set (compare the results shown in Fig. 6). At the opposite side FCM algorithm reacts clearly to the changes, producing different clusters then in original case. Although the same number of clusters is identified, cluster centers are not in the same location.
and the number of misclassified patterns is enlarged. Proposed algorithm is robust to outliers and shows clear potential to classify such patterns in the correct way.

**Experimental data:**

Pattern vector set: 358 randomly generated patterns vectors concentrated within 2 well separated classes:

- Cluster #1: center: (0.6, 0.3); radius: 0.25; pattern vectors: 227
- Cluster #2: center: (0.4, 0.7); radius: 0.15; pattern vectors: 73
+ 58 randomly generated noise pattern over the whole feature space

Potential function type and parameters:

<table>
<thead>
<tr>
<th>Function Type</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Potential field</td>
<td>Generalized bell ($\sigma = 0.15, \ m = 1.5$)</td>
</tr>
<tr>
<td>Suppressor</td>
<td>Generalized bell ($\sigma = 0.5, \ m = 1.5$)</td>
</tr>
</tbody>
</table>

Val $S = [\text{NaN} \ 0.1134 \ 0.2572] \rightarrow c_{opt} = 2$

Cluster #1: center: [0.6616, 0.2687]
Center_FCM: [0.6230, 0.2580]

Cluster #2: center: [0.3900, 0.7034]
Center_FCM: [0.4170, 0.6380]

Figure 8. Partition of ‘butterfly’ pattern set: a) Initial deformation of the feature space; b) Suppressed deformation of the feature space after identification of the first cluster; c) Cluster centers connected with lines to their respective member patterns (cluster flower) for proposed and FCM algorithm (note that in both cases middle pattern has membership degree 0.5 and consequently belongs to both identified clusters).

Figure 9. Partition of asymmetric ‘butterfly’ pattern set; a) Initial deformation of the feature space; b) Suppressed potential field after identification of the first cluster and corresponding deformation of the feature space; c) Cluster centers connected with lines to their respective member patterns (cluster flower) for proposed and FCM algorithm.
4. CONCLUSION AND DISCUSSION

In this article a general discussion about the problem of classifying physical objects using mathematical pattern recognition is presented. Two specific stages in mathematical pattern recognition are identified, i.e., the transduction stage and the classification stage, as well as that the above mentioned stages are not independent each other. Classification is also present in transduction stage since feature extraction, as a part of transduction stage, is also classification (classification of features in order to generate appropriate feature set, necessary for any classification of physical objects). Pattern recognition is hierarchically organized task, where classification lies in its background as a meta-problem.

Mathematical pattern recognition, based on precise transparent algorithms is often mathematically intractable, making them intrinsically unsuitable for real-world application. Translating the Zadeh’s principle of incompatibility into the pattern recognition frame leads to conclusion that with increasing of system complexity, our ability to formulate transparent and yet effective algorithm for recognition of patterns diminishes, until precision and heuristic search become almost mutually exclusive, giving in this way a room for soft computing to prevail conventional approach.

Further, several iterative and non-iterative approaches to fuzzy clustering are reviewed, giving a special attention to their suitability for real-time application. Furthermore, non-iterative algorithms were discussed, i.e., mountain algorithm and subtractive clustering algorithm that are based on using potential functions to discover prototype pattern vectors dispersed in a given feature space. It is observed that these algorithms has remarkable potential for real-time application but, there are some drawbacks which has to be removed:

- First, cluster generation process is governed by a priori given set of parameters, and no relation with pattern data set is established at all. According to that, there are no inherent abilities of the clustering process to adjusts itself to the specific properties of the pattern set that has to be clustered.
- Second, generation of partition matrix is not well related to the given pattern set in term as it was made in various iterative clustering algorithms.

In order to overcome these drawbacks, SCM algorithm is modified and new non-iterative algorithm is generated, following the basic idea of original SCM algorithm. This algorithm is based on idea that each pattern deforms feature space and further, that the most deformed areas will coincide to the most dense areas of pattern population, i.e., the highest deformation of the feature space will be related to the most representative patterns – prototypes. This idea is formulated by appropriate set of analytical relations. Fuzzy partition matrix is generated using modified FCM approach. Size of cluster is related to the accumulated potential of the prototype and this information is entered in FCM relation for calculation of membership degrees. This modification provides partitioning process with ability to follows properties of pattern data set. Furthermore, the problem of cluster validity, which is especially important for the proposed algorithm, because it is related with algorithm ending condition is analyzed. Instead of using a priori number of fuzzy clusters, additional criteria that correlate with the structure
underlying the pattern set are introduced. In order to show potential of proposed algorithm, a number of experiments are provided, showing that algorithm possess better characteristics than FCM in term of robustness to outliers and tendency to combine or intersect close clusters different in size.

The future work will be addressed to establish connection of a priori defined parameters in potential and suppressor function, as well as to further refine partitioning equations to establish better correlation with pattern set at hand. Furthermore, the future work will be addressed to the modification of proposed algorithm in terms of their capability to classify patterns that are not present in advance, but arriving into classifying machine sequentially in a time.
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