1. INTRODUCTION

Collaboration is a concept that evolved from the concurrent engineering (CE), and has already made history [1-5] but now, in the current I4.0 context [6,7], it is gaining a refreshed importance, for instance under the scope of collaborative decision making (CDM) [6,7], besides the co-working or cooperation paradigm [8,9]. Moreover, according to the study by Van Laar et al, in 2017 [10] the so-called 21st-century skills, underlying the I4.0 digitalization era, is a quite extensive list, being not just related to the use of ICT, but further to other core skills, related to technical, information, management, communication, collaboration, creativity, critical thinking and problem solving ones. Thus, it is perceptible that there is a close interrelation between collaboration and I4.0 concepts, namely related to the application of AI-based approaches and technologies, along with the virtualization and servitization underlying supporting collaborative platforms [11].

There are several kind of approaches, methods and models that have been proposed for supporting decision making processes regarding the resolution of problems occurring in different domains and contexts, for instace for solving industrial engineering and management problems [6,7].

These kind of decision making problems are generally characterized by considering, simultaneously, different options or potential solutions, which have to be considered, generated, analysed, evaluated, and further processed, being usually sorted or negotiated [12,13]. Thus a widened set of approaches have been put forward, varying from purely mathematical models, up to other kind of approaches, namely based on gam theory [14], chaos and complexity management [15-17], and a broad range of other kind of approaches, for instance, based on artificial intelligence (AI) approaches and techniques [12,13,18-21].

In fact, CDM can be considered an evolution of the concurrent decision making concept, while establishing the parallels with the corresponding duple concurrent versus collaborative engineering [1-5].

In the scope of concurrent engineering it is already considered to be of upmost importance to enable, for example, work to be performed simultaneously or in parallel, and to have multidisciplinary teams for carrying out decision making processes, in order to enable the confluence of efforts, ideas and solutions, usually based on negotiation processes, to minimize disruptions and errors or inefficiencies in work, as well as other concerns along the whole decision making processes, from the project phase up to the work execution, and moreover taking into account other critical aspects underlying the products post-sales extended live cycles and corresponding reengineering issues, among others.

Thus, in fact some of the main characteristics underlying CDM are inherited from the concurrent engineering paradigm [1-5], along with some of the main pillars or dimensions underlying the I4.0 concept, mainly regarding the generally used buzz work of “digitalization” [6,7]. Therefore, CDM can be performed through the application of different kind of models, and each of which may be best suited for solving a specific kind of problem, and in this paper an overview on mathematical models, artificial intelligence based approaches, among others are analysed, for instance the evolution of its use during the last decade, characterized by the I4.0 era, based on a review carried out through the b-on platform,
which includes publications from the Scopus and the Web of Science databases.

In order to clearly present and describe the intended content of this paper it will be structured as follows:

Next, in section 2, CDM approaches based on mathematical models, AI-based approaches and other kind of approaches are briefly described. In section 3 a sintesis of the state of the art regarding the evolution of the number of publications put forward during the last decade about CDM is presented. In section 4 a general discussion about the relation between CDM, concurrent engineering and 14.0 is performed. Finally, in section 5 the main conclusions are presented, and planed future work.

2. COLLABORATIVE DECISION MAKING

Traditional engineering is characterized by sequential phases, whose activities are only carried out after the approval and completion of previous activities [1]. However, Concurrent Engineering (CE) consists on an evolution of the sequential engineering while integrating parallelism between the set of main manufacturing phases from the design cycle of a given product, up to its production, and delivery, and abroad, which did enable to very significantly reduce time and thus cost, through the anticipation of activities, and prevent from the occurrence of potential problems in beforehand, while considering reducing lengthy approval cycles [1-5].

Concurrent Engineering is thus defined as “a systematic approach to the integrated and concurrent development of a product and its processes, including manufacturing and supplies” [1-5]. The CE is intended to motivate developers to consider all elements of the product lifecycle, from design to disposal, including quality, costs, planning and user requirements [3].

Collaborative decision making, besides, does not just require the main issues underlying the concurrent engineering but additionally approaches and technologies that permit different kind of collaboration, which may vary from purely human-human (H-H) interactions up to machine-machine (M-M) ones or be of a hybrid human-machine (H-M) type [1,3,7,11].

Currently, there are many ways to perform CDM, for instance by using approaches based on group decision making processes, which usually require the use of some kind of technique, among an extended set of ones that enable the classification and prioritization of the best alternatives presented by a group of individuals. Thus, group decision-making can be done through: voting, ranking, autocratic decisions, decision analysis involving multiple criteria, and combinations of these kind of approaches, among others.

Although, as there are no perfect approaches, group decision-making processes do also have some drawbacks, as it turns out to be necessary to apply techniques that promote and enrich the creative capacity of a group, for being possible to understand, and prevent problems and, therefore, reach better results.

Therefore, it is of upmost importance to constantly develop and use improved collaborative decision making approaches, and there is already a widened set of models, methods, techniques and tools available to serve this purpose, such as: based on a variety of mathematical models, and on artificial intelligence, among a widened set of other kind of models and approaches, as will be briefly described next.

2.1 Mathematical models

There are several kind of mathematical models and methods to support decision making processes applied to solve problems in different contexts, such as for collaboratively solving industrial engineering and management ones.

Multi-criteria methods stand out from the rest, which are characterized by considering, simultaneously, different criteria in the analysis of a situation with different alternatives.

Another theory with a high potential for collaborative decision-making processes is Game Theory. However, its application does not provide solutions in a maximized or minimized way, similar to multi-criteria solutions, but a solution that takes into account the different interests of the agents involved. Next, a set of different approaches among the most popular ones are very briefly described.

Analytic Hierarchical Process (AHP) is one of the main mathematical methods applied to support decision making, where several variables or criteria are considered in the selection of only one alternative among the proposals. Based on a scientific methodology, the method allows to analyse, determine and decide the criteria that will influence decision making - more than determining the best alternative, the method allows to justify the choice in a consistent and coherent way. This method was developed in 1970 by Thomas Saaty [22], having been one of the first multi-criteria methods to be created. One of the main features that sets it apart from the rest of the methods is its ability to convert empirical data into mathematical models. According to Saaty [22], the AHP method takes advantage of the human capacity to make judgments so that, even when two variables are incomparable, it is possible, with people's knowledge and experience, to recognize which of the criteria is more important.

The VIKOR method, which means “Multi-criteria Optimization and Commitment Solution” [23], was developed to solve decision making problems with several criteria (MCDM), including discordant and non-commensurate criteria - that are not expressed in the same unit. This method focuses on the elaboration of a ranking based on a set of contradictory criteria alternatives, which presents a multi-criteria classification based on the special measure of proximity to the ideal solution.

The Shapley’s values consists on a method of coalition game theory that tells us how to fairly distribute the "payment" between resources. In order for agents to assess their prospects for playing a super-additive game, Shapley proposed a value, in which agents receive a reward equal to its value. More specifically, Shapley argued that a coalition of n agents can be formed from n! different ways (considering all possible union orders) and that, in each order, as an agent enters the coalition,
it contributes marginally to the agents who joined it [14].

The DEMATEL model (Decision Making Trial and Evaluation Laboratory) was applied, for the first time, by Fontela and Gabus in 1971, being a method that allows obtaining quantitative interrelationships between multiple factors, necessary to solve a problem [24]. DEMATEL analyses the dependencies between factors in order to elaborate cause-effect relationships between the criteria and clusters through the creation of a hierarchy or network. This model results in the construction of the cause-effect relationship diagram, where it is possible to visualize, in a clearer way, the complex cause-effect relationships, and to make the appropriate decisions recognizing the criteria involved and their influence on the problem [24].

The TOPSIS (Technique for Order Preference by Similarity to Ideal Solution) is a technique for evaluating the performance of alternatives through similarity with the ideal solution, initially developed by Ching-Lai Hwang and Yoon (1981), by Yoon (1987), and Hwang, Lai and Liu (1993) [25]. According to this technique, the alternative chosen should be the one that is the shortest distance from the positive ideal solution, and, consequently, the largest distance from the negative ideal solution. Thus, the ideal positive solution is a solution that maximizes the benefit criteria and minimizes the cost criteria, in contrast to the ideal negative solution that maximizes the cost criteria and minimizes the benefit criteria.

Chaos and complexity management are presented as “new sciences” and new paradigms that are significantly changing the way scientists understand the functioning of the world. Chaos theory has helped scientists to describe and explain the behaviour of complex, dynamic, non-linear, co-creative and out-of-balance systems (...) [15]. And complexity the emerging field of research that explores systems in which: "many independent agents are interacting with each other in various ways, (...) systemic interactions can lead (...) to spontaneous self-organization" [17]. In this way, complexity helps in understanding how an organization should change to deal with complex and unpredictable environments, enabling change, chaos and the organization and, therefore, establishes new reference structures in and for strategic and organizational management improvement [16].

The PROMETHEE (Preference Ranking Organization–Method for Enrichment Evaluation) methods [26], as the name implies, consist of an outranking approach, that consists on the construction and exploration of relationships between alternatives that represent the preferences of the decision makers involved in the problem. With regard to these methodologies, the growth in their application was due to the ease in understanding the concepts and inherent parameters, something that simplifies the process of modelling preferences. In addition, these methods can be easily implemented in a computer language. Each criterion is assigned a preference function, which describes the change in preference of the decision maker according to the difference between the performance levels of two alternatives in the same criterion [26].

Nash Equilibrium was defined in 1950, by John Nash being a remarkable work that did enable to define and characterize a sense of balance for games in person. This notion, now called "Nash equilibrium", belongs to the so-called game theory, and has been widely applied and adapted in economics and other behavioural sciences [27].

A Nash equilibrium is a set of strategies, one for each of the n players in a game, which has the property that the choice of each player is his best response to the choices of the other n-1, so that one would survive to an ad test, for example: if all players announced their strategies simultaneously, no one would reconsider their move.

2.2 AI-based approaches

Artificial Intelligence (AI) has helped companies to solve complex problems, through computers that learn by themselves from previous situations, analysing a large volume of data to generate intelligent recommendations that support a decision. Bearing this in mind, next some approaches based on AI, including some meta-heuristics will be briefly presented.

Probabilistic relational model (PRM) or a relational model of probability [18], uses the mathematical language for the representation and manipulation of uncertainty, whose probabilities are specified in the relationships. This model has demonstrated an important role in the analysis of scientific data, Machine Learning, robotics, cognitive science and artificial intelligence. Probabilistic modelling provides a framework for understanding what learning is and, therefore, has emerged as one of the main theoretical and practical approaches for designing machines that learn from the data acquired through experience. In this way, a machine can use these models to make predictions about future data and make decisions that are rational, according to those predictions [18].

When investigating the Machine Learning probabilistic approach, Ghahramani, in 2015 [18] pointed out that although conceptually simple, the approach presents several computational and modelling challenges, the main computational challenge being the fact that learning involves the sum of all model variables.

Smart contracts were characterized by Angelis and Silva through the relationship between AI and Blockchain in their study in 2019 [28]. According to the authors, although the two technologies are different, their combined use enables to solve complex problems. AI allows computers to learn from accessible data, while blockchain provides collaborative data accuracy, which is useful for feeding data into the AI system, and recording its output. In short, a traceable path not only improves data reliability and model building, but also creates a route back to the automated decision-making process. AI makes decisions that are stored on the Blockchain. This is returned to the AI to allow for further analysis and to improve decision making.

Ant Colony Optimization (ACO) is, as the name suggests, a technique inspired by the natural behaviour of ant colonies used to solve combinatorial optimization problems - when ants feed, they naturally seem to find a
"logical" route and "effective" between the nest and the
food source - in other words, the ants seem to determine
an ideal route, following an organized and intelligent
technique. Thus, the ACO, developed by Stützle &
Dorigo in 1999 [13], is an iterative algorithm based on
this behaviour belonging to the class of metaheuristics.
The details of this technique are modelled using
mathematical tools and then there is a transformation of
the approach into a structure of optimization problems
used to solve them.

The Particle Swarm Optimization (PSO) was
introduced by James Kennedy and Russell Elberhart in
The PSO is derived from an experimental algorithm that
models social behaviour observed in many groups of
birds, and the particles are the individuals of the
population.

Since individuals are members of a society, they also
understand the behaviour of their neighbours. There are
two types of information that correspond to personal
learning - cognitive and cultural - social delivery.
Therefore, the likelihood that a particular individual will
make a specific decision will depend on past
performance and the performance of certain neighbours.

The Fuzzy Multi-Criteria Group Decision
Making was introduced in 1965 by Lofti Zadeh [15]
through the fuzzy set theory (a set of fuzzy numbers), a
theory in which everything is a matter of degree, as a
way of numerically representing uncertainties, values
and real opinions.

For this, Zadeh used the notion of binary association
to contain various degrees of association in the real
continuous interval [0, 1], where the extremes 0 and 1
represent, respectively, "without association" and "total
association", for achieving a more realistic way to
represent human knowledge. Thus, the main objective
of fuzzy logic is to express how much an alternative
satisfies a certain criterion according to the elaborated
binary association.

For this, it is necessary to approach this method
according to the fuzzy inference system, which consists
of making a decision based on a set of variables and
rules.

2.3 Other approaches

There are many other kind of approaches for supporting
CDM, based on different types of models that have been
put forward since early 40’s, and some of the most well-
known are briefly described below.

The McGrath model is a model proposed by
McGrath in 1984 [29], and integrates a classification
scheme for tasks performed by a group. It is based on a
graph with two axes, a horizontal one referring to the
cognitive/ behavioural dimension, and a vertical one
that defines the tasks in relation to conflict/ collabora-
tion. These axes are used to describe the tasks and
behaviours required to perform them. In addition, the
graph is divided into four quadrants, which correspond
to the four major processes: generating (alternatives or
plans); choose (a correct answer or a solution), negotiate
(resolve conflicts of interest or points of view), and
execute (in competition with an opponent, or in
competition against external measures.

The DeSanctis and Gallupe model was proposed by
DeSanctis and Gallupe, in 1987 [30], and represents a
multidimensional taxonomy based on three
dimensions considered important: the size of the group,
the proximity and the nature of the task. The first
dimension considered by these authors is the size of the
group. In this model the number of members is an
important factor in group decisions, because the greater
the number of participants, the greater the amount of
information that is generated and the less the frequency,
duration and intimacy of information exchanges
between group members. Another dimension to take
into account is the proximity between group members
during a meeting, and it can be measured in terms of
both space and time. Meetings can be held face-to-face
or remotely. The third dimension of this taxonomy is the
type of task that the group decision intends to perform.
According to this dimension, group decisions can
present 6 different types of tasks. And these six tasks
can be further grouped into 3 types of different
objectives [30].

The Toulmin [argumentation] model is a model
developed in 1984, by Touling et al [31], through which
people or groups of prestige value the acts. The person's
value, previously recognized, constitutes the premise
from which a conclusion will be drawn recommending a
particular behaviour [31]. To serve as a model, a
minimum of prestige is required. Sometimes it is a
model to be followed by a small group, sometimes it is a
pattern to be followed in certain circumstances.

The Anarchic model is a Default Decision Temp-
late that was proposed by Cohen, March and Olsen in
1972 [32] that coined the term "trash can" to describe a
model in which the decision-making process has no de-
finite rules and can even be inconsistent. In this model,
the organization is not in harmony with the situation
experienced, because the problems and solutions are
taken by the decision makers and "the decisions result
from the encounter of independent currents of problems,
solutions, participants and situations of choice” [32].

The Rational Decision Making Model: was
developed by Cyert, March and Simon in 1963 [33].
Among the various existing models, this model is the
most systematized and structured one, since it
presupposes pre-defined rules and procedures that, in
turn, must be followed in order to achieve a good result.
Thus, the rational model prevails in closed systems,
where the organizational structure is quite bureaucratic
and the organization's guidelines are defined through
formal rules. The key questions of the rational model
are: What is the problem? What are the alternatives?
What are the costs and advantages of each alternative?
What should be observed as a standard for making
decisions in similar situations?

The Political model consists on a decision-making
process through which decision-making is the result of a
series of activities, in which the decision-maker has
different objectives and generally has the greatest
political advantage. During this process, a power
structure is permanently changed through the following
strategies: creating groups, using information, collaborating and seeking external resources [34].

The Incremental model was proposed by Lindblom in 1958 [35]. It examines the decision-making process from a political perspective. The model deviates fundamentally from the rational model: the choice of decisions is made without specifying goals or values in advance, specific actions are discussed, and each action attributes the actions to the goals and values that it perceives or expects. Therefore, the criteria for choosing an action are related to the degree of consensus it generates, and not to its contribution to the fulfillment of existing goals. This model, as the name implies, involves a “policy of small steps”, without the drastic changes of the rational model. Decision makers look for a satisfactory result, more than for achieving ideal situations, and accept the possibility of continuous review of the actions taken.

The Organic Model is based on the integrated organic information management system model, pro–posed by Rosseau and Couture in 1998 [36]. It aims to collaborate with the organizational decision-making process and to define the managers responsible for this task so important for any type of organization. In this decision-making model, organic information is the key element.

The Limited Rationality Model, also known as bound rationality, is a concept proposed by Herbert Simon that is called “limited” or “bounded”, because there are limits to our ability to think, available information and time. Limited rationality is a central assumption of the “natural assessments” view of heuristics and dual-system thinking models, and is one of the psychological foundations of behavioural economics [37].

The Kepner-Tregoe Problem Solving and Decision Making was founded by Charles Kepner and Benjamin Tregoe that developed a rational working method in the 1960s [38], in which they researched and identified people’s skills in solving problems. In doing so, they laid the foundation for effective teamwork, teaching the people involved to consciously use the four basic set of patterns that they already use unconsciously. These four basic patterns of thinking are reflected in the four types of questions that managers ask every day: “What's going on?”, "Why did this happen?", "What course of action should we take?", "What's next? [38].

The Behavioural Model is a theoretical model based on people's individual behaviour and seeks to explain how people behave, studying human motivation [39]. The authors verified that the administrator needs to know the human needs for better understanding human behaviour and use human motivation as a powerful means to improve the quality of life within organizations. The behavioural approach - also called behaviourist (due to behaviourism in psychology) - marks the strongest influence of behavioural sciences on administrative theory and the search for new democratic, human and flexible solutions to organizational problems [39].

The Procedural Model was developed by Mintzberg, Raisinghani and Theorêt in 1976 [40], and despite the similarities with the rational model, the procedural model has an important differentiating factor - the condition of flexibility - that allows managers to make adjustments when necessary. This model is used when the objectives are clear, but the methods and techniques to achieve them are not, something that can lead to interruptions and repetitions when the decision-making process starts. Even so, the process reveals a general line of development whose beginning coincides with the recognition and diagnosis of a problem, proceeding to an analysis of the alternatives, culminating in an evaluation and selection of one among the various options in order to solve the problem. This model focuses on obtaining long-term results, follows a strategic orientation, aims to promote changes, and is diversified, which make it an example of how interdisciplinary decision-making occurs.

The Creative Problem Solving (CPS) is a method of supporting group decision making that allows for an innovative, creative and imaginative approach for solving a problem or challenge. There are different variations of the CPS model, which derive from the work started by Alex Osborn in the 1940s, developed jointly with Sid Parnes in the 1950s and, later promoted by the University of Buffalo and the Creative Education Foundation [41]. Currently, according to the Creative Education Foundation, the Osborn-Parnes Creative Problem Solving process comprises 2 assumptions, assuming that, in some way, everyone is creative, and that creative skills can be learned and improved.

The Drexler-Sibbet Team Performance Model is a model that illustrates the development of the team in seven stages, in the first four stages teams are created and the last three stages are dedicated to “Sustaining the team performance”. To develop and maintain teams, this tool can be used as a common structure and language to support a team-based culture, or it can be used with the online team assessment tool. This model is composed of seven stages: orientation, confidence building, clarification of goals, commitment, implementation, high performance and renewal [42].

The Diamond of Participatory Decision-Making, according to Sam Kaner and colleagues in the community at work in 2007 [43], team investment is an important factor in agile software development and can be strengthened by providing the team with space for collective decision-making. Team employees can provide guidance and training where appropriate. The Team Performance model. The diamond is a schematic representation of the different stages in the time that a team needs to move to develop a solution that is satisfactory for everyone. In the Diamond of Participatory Decision-Making model there are five different stages: Business as usual, Divergent zone, Groan zone, Convergent zone and Closure zone [43].

3. STATE OF THE ART ANALYSIS

3.1 Mathematical models

A varying amount of different kind of mathematical models, e.g. [44-47] have been put forward during the last decade, as summarized in Figures 1 and 2.

Through the analysis of this Figures 1 and 2 it is possible to realise that mathematical models based on
the AHP and the TOPSIS methods have been the most frequently applied to solve decision making problems in the focused domain, followed by the VIKOR model and also by models based on chaos and complexity analysis.

3.2 AI-based approaches

The application of AI-based approaches has also evolved over the last decade, and meta-heuristics based approaches have been widely used, for instance based on ACO and PSO, as can be observed through Figures 3 and 4.

Besides PRM and machine learning based approaches have also acquiring growing importance, as well as fuzzy multi-criteria group decision-making, mainly since 2017, while smart contract are getting more attention more recently, after 2018.

3.3 Other approaches

Besides de application of mathematical models and AI-based approaches other kind of approaches have been applied for solving decision making problems, regarding CDM, during the last decade; being the most popular one the Diamond of participation (456), followed by the Political model (259), and by the Limited Rationality (202), the Toulim (201), and the Organic (178) models. Althoug, regarding this last one, as it can be noticed through the Figure 6, it had a big application between 2010 and 2013, but did experience a sharp decrease of application during the following years.

4. DISCUSSION

The CDM concepts does, in fact, inherit characteristics from the concurrent engineering, and from the I4.0 ones, as is illustrated through Figure 7, and expressed in Table 1.

Through the analysis carried out in this study, along with the own knowledge and expertise of co-authors in this field of knowledge it stands out that CDM approaches imply requisits, from the list below, which are further related with CE and I4.0.
Thus, in fact some of the main characteristics underlying collaborative engineering and, in this particular scope, the CDM are inherited from the concurrent engineering paradigm [1-5] along with its relation with some of the main pillars or dimensions underlying the I4.0 concept [6,7] mainly regarding the generally used buzz work of “digitalization”, but also, and more specifically, regarding the requisites underlying: integration, networking, dynamism and agility, uncertainty management, intelligence (AI), distribution, decentralization, parallelism, automation, self-organization, and real time processing.

Although, and as previously referred, what clearly enables to distinguish the collaboration paradigm from the concurrent engineering, and consequently CDM is learning, which thus constitutes its fundamental pillar, but which, of course, is also inherent to the I4.0.

Moreover, although the human-centrism is also one of the main characteristics of CDM, there do also exist other kind of collaboration, and thus CDM approaches, based on human-machine, and machine-machine collaborations [3,12,13]. Therefore, a widened set of approaches and underlying technologies, such as based on multi-criteria, group decision making, uncertainty management, co-creation, up to intelligent and completely automatic and self-organizing mechanisms are very relevant in the scope collaboration, e.g. CDM in I4.0, and in Table 2 are summarized the main categories, subcategories, and underlying approaches, along with its level of importance in I4.0, according to the literature review carried out in this work.

Moreover, the number of characteristics summarized in the list shown in Table 1, underlying a given CDM approach will much depend on the complexity and or on the level of exigency of the corresponding problem to be solved.

<table>
<thead>
<tr>
<th>Category Subcategory</th>
<th>Approach type</th>
<th>Occurance level in I4.0</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analythica</td>
<td>Hierarchical Process (AHP)</td>
<td>MCDM (one of the first ones)</td>
</tr>
<tr>
<td>VIKOR method</td>
<td>MCDM</td>
<td>5%</td>
</tr>
<tr>
<td>The Shapley's values</td>
<td>Game theory</td>
<td>2%</td>
</tr>
<tr>
<td>The DEMATEL model</td>
<td>Cluster analysis in a network</td>
<td>3%</td>
</tr>
<tr>
<td>The TOPSIS</td>
<td>Similarity based approach</td>
<td>12%</td>
</tr>
<tr>
<td>Chaos and complexity</td>
<td>Chaos and complexity approach</td>
<td>5%</td>
</tr>
<tr>
<td>The PROMETHEE</td>
<td>Outranking of agents' preferences</td>
<td>4%</td>
</tr>
<tr>
<td>Nash</td>
<td>Game theory</td>
<td>3%</td>
</tr>
</tbody>
</table>
While dealing with problems with big and complex data, considered to be of utmost importance, for instance, an automated decision making process, which will be enabled by some additional technologies, based approach that uses, for instance, a multi-criteria approach based on creative thinking, or enabling better decision making processes in Industry 4.0. Moreover, the proposed CDM concept is defined in the context of its predecessor concurrent engineering, besides its contextualization in the scope of the main Industry 4.0 pillars or dimensions.

In this paper the evolution of different kinds of decision making approaches were analyzed, which were grouped in mathematical models, artificial intelligence based approaches and other approaches. Approaches belonging to these three groups were analyzed in terms of the total number of publications over the last decade. According to the results obtained in this study it was found out that the five models most studied and referenced in the last decade were based on: Analytic Hierarchy Process (954), TOPSIS (782), Ant Colony Optimization (727), Particle Swarm Optimization (503) and Diamond of Participation (456). So we can conclude that during the last decade there has been a predominance of studies of models based on Mathematics and Artificial Intelligence, when compared to models based on other approaches. Thus, as the AI is one of the most relevant pillars of the 4.0, it can be concluded that CDM approaches based on AI have been playing an important role currently in the 21st century, and that most probably this tendency will continue further. In terms of future work, it is important to further explore the evolution of the analyzed and other CDM models, methods, and tools.

Thus, for solving one particular problem or situation it may be sufficient to just consider the use of an approach that uses, for instance a multi-criteria approach based on a group decision making methodology and that is put available through a web-based tool, but in some other more exigent scenarios it may be necessary to use some additional technologies, for instance, some kind of learning algorithm, to further enable some level of knowledge creation, and thus automation or self-organization capability, for enabling an automated decision making process, which will be considered to be of utmost importance, for instance, while dealing with problems with big and complex data, and which are becoming quite usual nowadays in the current digitalization era, namely occurring in industrial contexts.

For example, a human-centred CDM approach, based on the use of a machine learning algorithm, does usually require the human expertise for providing or filtering considered “good” or positive examples from “bad” or negative ones, while feeding and guiding the learning process in a machine, thus consisting on an human-machine collaboration, were the human acts as the so-called “oracle”.

## 5. CONCLUSION

Nowadays, organizations are faced with highly exigent decision-making requirements for instance regarding the necessities driven from the current Industry 4.0 context, thus in this paper the importance of collaborative decision making (CDM) is approached as a way of enabling better decision making processes in 4.0. Moreover, the proposed CDM concept is defined in the context of its predecessor Concurrent Engineering, besides its contextualization in the scope of the main Industry 4.0 pillars or dimensions.

In this paper the evolution of different kind of decision making approaches were analyzed, which were grouped in mathematical models, artificial intelligence based approaches and other approaches. Approaches belonging to these three groups were analysed in terms of the total number of publications over the last decade. According to the results obtained in this study it was found out that the five models most studied and referenced in the last decade were based on: Analytic Hierarchy Process (954), TOPSIS (782), Ant Colony Optimization (727), Particle Swarm Optimization (503) and Diamond of Participation (456). So we can conclude that during the last decade there has been a predominance of studies of models based on Mathematics and Artificial Intelligence, when compared to models based on other approaches. Thus, as the AI is one of the most relevant pillars of the 4.0, it can be concluded that CDM approaches based on AI have been playing an important role currently in the 21st century, and that most probably this tendency will continue further. In terms of future work, it is important to further explore the evolution of the analysed and other CDM models, methods, and tools.
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ПРЕГЛЕД ЛИТЕРАТУРЕ И ДИСКУСИЈА О ПРИСТУПИМА КОЛАБОРАТИВНОМ ДОНОШЕЊУ ОДЛУКА У ИНДУСТРИЈИ 4.0

Соуза А. Ц., Бертакини А. Ф., Куња К., Шавеш Р., Варела М. Л. Р.

Дана се компаније суочавају са све већим нивоом конкуренције, покушавајући да се прилагоде захтевима које намеће Индустрија 4.0, у погледу својих уобичајених димензија и основа, међу којима један, који, иако се не спомиње тако често, такође изражава све већу видљивост и важност, у вези са колаборативном одлукењем, коларабацијом, сарадњом, и тачније са колаборативним доношењем одлука и кораду. Тако је у овом раду извршена анализа еволуције публикација које су расположиве у последњој деценији о приступима колаборативног одлучивања, који варирају од приступа заснованих на математичким моделама до примене вештачке интелигенције и других врста приступа. Додатно, предвиђена је и дискусија о односу између колаборативног доношења одлука, конкурентног инжењеринга и димензија Индустрије 4.0.